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Abstract of the contribution: Proposes two key issues related to localized UPF and IMS 
Discussion

It is proposed that 2 key issues are used to address interactions between IMS and localized UPF deployments; one key issue would address the issues related to traffic and signalling using the localized UPF, and a second key issue would address the issues of IMS functions existing in the local environment close to the edge.
Proposal
It is proposed to add the following key issues to the FS_eIMS5G TR document:

Start of Changes

5.x
Key Issue X: Routing of IMS traffic via a localized UPF


The 5GC enables traffic to route via localized UPF close to the edge of the network (in some cases adjacent to the RAN nodes).  Some IMS services may be able to benefit from the lower latency and/or lower backhaul requirements that such deployments can enable, however current IMS applications and services are not able to leverage these capabilities.  This key issue investigates the interactions required to leverage localized routing of IMS media and signalling traffic, the changes to enable effective control and management of such routing, and impacts of mobility and roaming. 
Example Use Case A:
Routing of IMS traffic (e.g. video) between two (or more) users using an efficient UP path.
Example Use Case B:

A “best effort video service” where the IMS video traffic from UE is offloaded at a UPF closer to the UE to minimize the backhaul resource usage based on a decision by the IMS.

The following is a partial list of the issues to be addressed:
· How can the IMS network influence or control how the 5GC selects the UP path? 
· Which IMS node interacts with the 5GC (i.e. IMS AS, CSCF, or other IMS node)?
· How does an application server request traffic to route using a local UPF?

· How does IMS request traffic to route using (or prevent routing using) a local UPF?

· How is the mobility of the UE considered, and how is service continuity ensured?
· If the UE is roaming, how can the localized routing be extended into the vPLMN (if supported)?

· What are the impacts on billing and charging?
5.y
Key Issue Y: Placement of IMS application server in localized environments


The 5GC in release 15 defined some functionality to enable “mobile edge computing” (i.e. computing resources located close to the edge of the network) to enable enhanced services to users.  The functionality defined in release 15 focused on general compute applications, and did not analyse the special case of IMS applications.  This key issue investigates the enhancements to current capabilities of IMS and 5GC to enable the operation of IMS servers in the mobile edge space.
Example Use Case A:
For a given venue (e.g. stadium) IMS videos may be stored and retrieved locally for playback only on UE’s that are located on a group of small cells that serve the venue.
Example Use Case B:
Mission critical services that require optimization of signalling traffic as well as media may require, placement of P-CSCF and AGW (or other IMS FE) close to (R)AN.

The following is a partial list of the issues to be addressed:

· How can IMS leverage Mobile Edge computing?
· What additions to IMS and MEC capabilities are required?

· What restrictions are there (if any) on IMS applications in the edge network?

· How are the localized IMS applications identified?

· How are IMS applications outside the local PLMN impacted (e.g. roaming). 
· 
· What impacts does the solution have on mobility?
· What impacts does the solution have on service, and application continuity?
· Is there any further impact on routing of IMS media and IMS signalling?
End of Changes
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